Probability distributions of the logarithm of inter-spike intervals yield accurate entropy estimates from small datasets
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ABSTRACT

The maximal information that the spike train of any neuron can pass on to subsequent neurons can be quantified as the neuronal firing pattern entropy. Difficulties associated with estimating entropy from small datasets have proven an obstacle to the widespread reporting of firing pattern entropies and more generally, the use of information theory within the neuroscience community. In the most accessible class of entropy estimation techniques, spike trains are partitioned linearly in time and entropy is estimated from the probability distribution of firing patterns within a partition. Ample previous work has focused on various techniques to minimize the finite dataset bias and standard deviation of entropy estimates from under-sampled probability distributions on spike timing events partitioned linearly in time. In this manuscript we present evidence that all distribution-based techniques would benefit from inter-spike intervals being partitioned in logarithmic time. We show that with logarithmic partitioning, firing rate changes become independent of firing pattern entropy. We delineate the entire entropy estimation process with two example neuronal models, demonstrating the robust improvements in bias and standard deviation that the logarithmic time method yields over two widely used linearly partitioned time approaches.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

In response to changing environmental conditions, living objects alter their behavior to better succeed in the new environment. In simple organisms, behavioral responses are typically reflexive responses driven primarily by chemical gradients interacting with organic molecules at the organism–environment interface. With the advent of the nervous system however, higher animals abstracted some behavioral responses, enabling animals to learn appropriate responses (e.g., by trial and error) over the course of a lifetime, rather than relying on the laborious trudge of evolution. To understand how the passage of electrical signals between neurons enables sensation, commands movements and in humans at least gives rise to self-awareness, we would like to understand the symbols and ultimately the language that neurons use to communicate (for review, see Rieke et al., 1997).

While some sensory neurons may code for environmental cues in an analog domain (e.g., the smoothly graded membrane potentials of photoreceptors in retinal responses to photons) and local concentrations of some other molecules do play a role, the majority of signals in the nervous system are passed via action potential transmission. The arrival times of presynaptic action potential “spikes” carry information upon which a neuron must operate. As experimentalists we may not know what information a train of presynaptic spikes conveys but we can quantify the amount of information it carries, typically measured in bits. One bit of information is equivalent to the answer to a single true-or-false question. Information however, must be about something. Without knowing the neuronal input, we do not know what information is about, and information measures are impossible.

Instead of information, we quantify the variability of neuronal output with entropy, also measured in bits. Neuronal firing pattern entropy bounds the maximum information a neuron could transmit downstream, given some noise-free, ideally responsive, downstream neuron (Shannon and Weaver, 1949; MacKay and McCulloch, 1952). As electrophysiologists, we are often stuck recording action potentials from neurons without access to their inputs. In such cases, pattern entropy is an optimal measure of information transmission in the neurons, quantifying the variability present in their patterns of activity. Because neuronal spike rate and spike variability may change independently, we would like firing pattern entropy to be orthogonal to average spike rate, enabling entropy to remain constant in response to mere frequency changes.
Although firing pattern entropy is an optimal measure of variability, estimating entropy is perceived as a difficult venture. Many generally accepted algorithms require large amounts of data to settle on robust entropy estimates (Strong et al., 1998). Comparisons of entropy estimation techniques often focus on which techniques minimize bias or standard deviation for given probability distributions (e.g., Paninski, 2003). However, the effects of the probability distribution construction method have received comparatively little attention in the literature.

Since construction of a probability distribution requires binning or rounding-off, some information inherent in each spike train is always discarded. In evaluating how best to bin, we consider which characteristics of a spike train are likely to carry reliable information, and which are likely to be noise that it would be reasonable to round out. Information estimation techniques that routinely rely on sub-microsecond changes in spike times are likely to require too many spikes to achieve experimentally. Indeed, they are unlikely to matter at all, given the roughly 100 μs time scales of the fastest electrophysiologically relevant reactions. Likewise, information carried by one spike is unlikely to depend on the arrival time of an action potential that arrived 24h in the past. Intuitively, time scales of milliseconds to maybe tens of seconds are the ones likely to matter to a neuron. But, do they all matter equally? In particular, is there a difference between inter-spike intervals (ISIs) of 2 and 3 ms? Is there an equally significant difference between ISIs of 102 and 103 ms? We propose that time differences of informational interest should scale with duration, or more precisely, that the measure that varies most linearly with biological importance is the logarithm of the ISI.

We begin by exploring intrinsic differences between the distributions of ISIs and the distributions of the logarithm of ISIs. Assuming initially that all ISIs are independent, we set a fixed number of probability distribution bins at the outset, and compare entropy calculated from the traditional linear ISI method (Rieke et al., 1993; Dayan and Abbott, 2001) with entropy calculated from a method that builds upon logarithmic binning (Sigworth and Sine, 1987; Newman, 2005), as recently applied by others to neuronal ISIs distributions (Selinger et al., 2007). Employing the direct entropy estimation technique with a fixed number of bins, we present analytical results indicating that ISI distributions binned logarithmically yield consistently higher entropy estimates with less relative bias and less standard deviation than ISI distributions binned linearly. We show that firing rate is orthogonal to the entropy of logarithmically binned ISI distributions, but highly correlated to the entropy of linearly binned ISI distributions. We then use computational simulations of two different neuron models to show that logarithmically binned ISIs reduce the bias and standard deviation of entropy estimates from both linearly binned ISIs and from an alternate linear binning approach (Strong et al., 1998), regardless of the entropy estimation technique employed. Finally, we show with simulations that these improvements in bias and standard deviation hold even when subsequent ISIs are not assumed to be independent.

2. Methods

Computational analyses and theoretic entropy calculations were performed with Octave, an open source, numerical computation environment (http://octave.org). Neuronal models were implemented and simulated within the differential equation solving framework. Entropy estimation from the simulated neuronal activity was performed with the Spike Timing Analysis Toolkit (http://neuroanalysis.org/toolkit) which was adapted and compiled to run in Octave.

2.1. Entropy estimation

For the class of entropy estimation techniques utilized, spike times must be converted into a train of events whose probabilities can be estimated from the data. Various techniques can be used subsequently to estimate the entropy from the probability distribution of events. In this work, we converted the spike times into three different event classes and compared the results.

For the first event classification method, the “Linear ISI” method (Rieke et al., 1993; Dayan and Abbott, 2001), spike times were converted into inter-spike intervals (ISIs). Those ISIs were binned in linear time into \( K_{\text{Lin}} \) bins of equal width \( t_{\text{bin}} \) and labeled by their bin identity: 1 to \( K_{\text{Lin}} \). For the second event classification method, the “Logarithmic ISI” method, spike times were also converted into ISIs. They were segmented into bins of constant logarithmic time, where the right-hand side of the \( k \)th bin was defined as: ISI\(_L\) = ISI\(_0\) × 10\(^{k/\kappa}\), where \( \kappa \) ranged from 1 to \( K_{\text{Log}} \). The zeroth time ISI\(_0\) was set below the shortest observed ISI, and \( K_{\text{Log}} \) was set such that ISI\(_{K_{\text{Log}}} \) was larger than the longest ISI. The particular choice of ISI\(_0\) did not alter significantly subsequent calculations. The parameter \( \kappa \), the number of discrete time bins per ISI decade, is conceptually similar to the reciprocal of the time bin resolution in linear ISI method. For the first section of the manuscript \( K_{\text{Lin}} \) and \( K_{\text{Log}} \) were set to each other to provide a fair analytical comparison, and \( t_{\text{bin}} \) and \( \kappa \) were set such that the linear and logarithmic distributions spanned the same temporal domain. For analysis of the simulations in the second and third sections, \( t_{\text{bin}} \) and \( \kappa \) were set to reasonable values for the data (as they would be in the real world experimental case) that would yield roughly equivalent entropy estimates (a constraint that is only relevant for the forced comparisons considered here). Thus for simulations, \( K_{\text{Lin}} \) and \( K_{\text{Log}} \) were set such that \( (t_{\text{bin}}/K_{\text{Lin}}) \) and \( (\text{ISI}_0 \times 10^{K_{\text{Log}}/\kappa}) \) exceeded the longest ISI.

For the third and most widely publicized event classification method, henceforth referred to as the “Spike Count” method, time is segmented into tiny bins labeled with the number of spikes they contain. If the bin width is shorter than the briefer ISI, each bin is thus labeled ‘0’ or ‘1’ for no spikes or one spike, respectively. To keep comparisons as straightforward as possible, the bin size of the spike count method was always equal to that of the linear ISI method. Naive entropy estimation from the distribution of spike versus no-spike events is independent of spike pattern, merely reflecting the average firing rate and user-selected bin width. Therefore, trains of \( M \) consecutive spike counts were constructed in which the probability of a spike in any bin is not assumed to be independent of previous or subsequent bins (Strong et al., 1998). For the work presented through Section 3.2, we consider trains of \( M = 6 \) consecutive bins to constitute an event. With two possible bin states (0 and 1) and six bins, there are 2\(^6\) or 64 possible events or ‘words’ (i.e., 000000, 000001, 000010, \ldots, 111111). Smaller and larger bin counts are explored in Section 3.3.

At this point for each method, spike trains had been converted into series of events labeled from 1 to \( K_{\text{Lin}} \), 1 to \( K_{\text{Log}} \) or 1 to \( 2^M \) for the linear ISI, logarithmic ISI or spike count methods, respectively. With the three classifications completed, subsequent entropy estimations were essentially identical for the three methods. A one-dimensional probability distribution was constructed over the set of events where the probability of each, \( P(\text{ISI}_k) \) or \( P(\text{word}_m) \), was found as the number of times each event occurred divided by the total number of events in the series (e.g., Fig. 5). From these distributions, entropy was calculated via seven different estimation techniques that vary in degree of bias, standard deviation and computational complexity: the classical direct technique (Shannon and Weaver, 1949), Ma lower bound (Ma, 1981), best upper bound (Paninski, 2003), Treves–Panzeri–Miller–Carlton (Treves and Panzeri, 1995; Miller, 1955; Carlton, 1969), Jackknife
from the two dimensional or paired ISI case, $P(ISI_a, ISI_b)$ was found. Probability distributions for the ISI methods were found by measuring means with standard deviation for each estimate as a function of dataset size. For the three methods by seven estimation techniques, the average difference between the entropy estimates from each data subset and the full dataset was found as the bias for that method, technique and subset size. Standard deviations and biases were compared for the 21 pairings of method and technique.

The entropy estimation described above assumes that successive events, be they six-bin words or ISIs, are independent. To avoid this assumption, the same estimation techniques can be performed on the probabilities of strings of events, yielding higher dimensional probability distributions. The spike count method extends to higher dimensions simply by increasing the number of bins per word $M$, and adjusting $f$ (Strong et al., 1998). Higher dimensional probability distributions for the ISI methods were found by measuring the probabilities of all sets of consecutive ISIs. As an example from the two dimensional or paired ISI case, $P(ISI_a, ISI_b)$ was found as the number of times $ISI_b$ followed $ISI_a$, divided by the total number of ISI pairs. Entropy for these higher dimensional distributions was estimated via the same seven methods. Continuing our example, the higher dimensional direct entropies are found as (Rieke et al., 1993):

$$H^{(D)}_{Dir} = \sum_{k=1}^{K} \sum_{k=1}^{K} P(ISI_a, ISI_b) \log_2 P(ISI_a, ISI_b)$$

$$H^{(M)}_{Dir} = \sum_{m=1}^{M} P(word_m) \log_2 P(word_m)$$

where $f$ is a rate correction factor, in our case the mean number of spikes per word so that estimates from the three methods could be compared directly in units of bits per spike. For analysis of the computational simulations, the probability distributions and corresponding entropy estimates were found for each data trial, for a number of subset sizes ranging from 1 s to 3 min in duration, yielding standard deviations and biases versus the reciprocal of their respective dimensions (Strong et al., 1998). As an example, with the classic estimation technique we found the direct entropy estimate

$$H^{(3)}_{Dir} = \sum_{k=1}^{K} \sum_{k=1}^{K} P(ISI_a, ISI_b, ISI_c) \log_2 P(ISI_a, ISI_b, ISI_c)$$

and so on, where the fractional coefficients (i.e., 1/2, 1/3, etc.) scale the estimates from units of bits per word to units of bits per spike.

Entropy estimates for data subsets of each dimension were plotted versus the reciprocal of their respective dimensions (Strong et al., 1998). These monotonic plots approach zero at very high dimensions due to dataset size limitations. A least-squares linear fit was made to data points that were not overly contaminated by the finite dataset size limitation. The zero crossing for this fit, corresponding to an estimate of the entropy per spike for infinitely long spike trains, was taken as the best estimate of the true entropy that each technique could yield. For the spike count method, the number of data points used in the linear fit was varied to return the most reasonable estimate of the true entropy for the various data subset sizes. While such adjustments could have been made for the ISI methods, we minimized user-introduced bias by fitting only the first three-dimensional estimates in all cases and for all data subsets.

The above procedure was repeated for all three classification methods with each of the seven entropy estimation techniques, for data subset sizes ranging from 1 s to 3 min. Bias and standard deviations were found and compared for each combination of subset size, estimation technique and classification method.

### 2.2. Neuronal models

Two computational model neurons were implemented in Octave. The first regular spiking (RS) neuronal model consisted of only persistent sodium and fast potassium conductances (Izhikevich, 2007). The persistent sodium conductance responds as an instantaneous function, leaving only two state variables in this model: membrane potential $V_m$ and a regular $K^+$ activation variable $n_t$. The second intrinsic bursting (IB) neuronal model resembled the first but with both fast and slow $K^+$ conductances (Izhikevich, 2007). The bursting model has three state variables: membrane potential $V_m$, fast $K^+$ activation $n_t$, and slow $K^+$ activation $n_s$. The equations for both models are:

$$\frac{dn_t}{dt} = \frac{n_{\infty} - n_t}{\tau_{\infty}}$$

$$m_{\infty} = (1 + e^{20 + V_m/ -15})^{-1}$$

$$n_{\infty} = (1 + e^{25 + V_m/ -5})^{-1}$$

where the $dn_t/dt$ equation applies for $n_t$ in RS (i.e., $g_{K_s} = g_{K_f} = 0$), and both $n_t$ and $n_s$ in IB (i.e., $g_{K_s} = 0$). The $K^+$ activation maximal conductances and time constants were set at 10, 9, and 5 mS/cm$^2$, and 1.00, 0.15, and 15.00 ms for the regular, fast and slow $K^+$ conductances, respectively. The applied current $I_{app}$ changed depending on the experiment described. All other parameters were the same in both models: $(g_{Na}, g_{K_f}, g_{Na}, g_{K_s}) \in \{0.2, 0.8\} A/cm^2$, $V_{Na}, V_{K} = \{60, -90, -80\}$ mV, and $c_{mem} = 1.0 \mu F/cm^2$.

### 2.3. Applied current waveforms

Various constant currents in the perithreshold regime were applied to each model neuron to determine the minimum currents required to elicit repetitive firing, the rheobase $I_{rheo}$. Applied constant currents to each model were then ranged from a minimum of $I_{rheo} + 1.0 \mu A/cm^2$ to a maximum of $I_{rheo} + 100 \mu A/cm^2$, by which point both models had entered depolarization block. The spike times of each model responding to all currents were transformed into trains of ISIs.

Subsequent to mapping responses to constant input, noisy current inputs were constructed and presented to each model. These current inputs were nominally 1/f noise, band-limited from 1 Hz, to keep signals stationary across seconds, to 100Hz. The noise signal was generated from the inverse fast Fourier transform of the ideal frequency spectrum with pseudo-random, uniformly distributed phases. To avoid ultra-high frequency current changes that would destroy the performance of the differential equation solver, a cubic spline was fit to the 10us spaced current values. The exact current at each time point addressed by the differential equation solver was computed from the spline vector. Two current inputs were presented to each model: weak and strong noise. The weak noise consisted of a weakly suprathreshold constant current input, leaving only two state variables in this model: membrane potential $V_m$ and a regular $K^+$ activation variable $n_t$. The second intrinsic bursting (IB) neuronal model resembled the first but with both fast and slow $K^+$ conductances (Izhikevich, 2007). The bursting model has three state variables: membrane potential $V_m$, fast $K^+$ activation $n_t$, and slow $K^+$ activation $n_s$. The equations for both models are:

$$\frac{dn_t}{dt} = \frac{n_{\infty} - n_t}{\tau_{\infty}}$$

$$m_{\infty} = (1 + e^{20 + V_m/ -15})^{-1}$$

$$n_{\infty} = (1 + e^{25 + V_m/ -5})^{-1}$$

where the $dn_t/dt$ equation applies for $n_t$ in RS (i.e., $g_{K_s} = g_{K_f} = 0$), and both $n_t$ and $n_s$ in IB (i.e., $g_{K_s} = 0$). The $K^+$ activation maximal conductances and time constants were set at 10, 9, and 5 mS/cm$^2$, and 1.00, 0.15, and 15.00 ms for the regular, fast and slow $K^+$ conductances, respectively. The applied current $I_{app}$ changed depending on the experiment described. All other parameters were the same in both models: $(g_{Na}, g_{K_f}, g_{Na}, g_{K_s}) \in \{0.2, 0.8\} A/cm^2$, $V_{Na}, V_{K} = \{60, -90, -80\}$ mV, and $c_{mem} = 1.0 \mu F/cm^2$.

### 2.4. Simulation analyses

Both models were presented with weak and strong noise inputs. Simulations were run via the stiff backward differentiation solver included in Octave, with analytically computed Jacobian functions and a maximum time step of 10 μs. The model outputs were transformed into trains of spike times identified when the membrane voltage $V_m$ crossed $-25$ mV with positive slope.
Bin widths for the linear ISI and spike count methods, were set to 3.0 and 0.5 ms for the RS and IB models, respectively. Thus for the RS model, ISIs were assigned to bins with edges: 0, 3, 6, . . . and so on up to 3 $K_{Lin}$, the right edge of the bin belonging to the longest observed ISI. For the logarithmic ISI method, $\kappa$ was set equal to 10 for both models. Thus, ISIs from 1 to 10 ms were assigned to ten bins with edges: 1.00, 1.26, 1.58, 2.00, 2.51, 3.16, 3.98, 5.01, 6.31, 7.94 and 10.00 ms.

3. Results

These results are divided into three sections. In the first, we provide some theoretical considerations for the differences between linear and logarithmically binned inter-spike interval (ISI) distributions, and explore how the binning affects subsequent direct entropy estimations. In the second section we bin the output spike times of two computational neuronal models according to both the logarithmic and linear ISI methods, and a third, alternate linear method. We show that under the assumption that neuronal activity is independent of its history, firing pattern entropy estimates are most reliable for logarithmically binned ISIs, regardless of the estimation technique employed. In the final section we incorporate history effects into the entropy estimates and find that logarithmically binned ISIs yield the most accurate estimates of the three binning methods for all entropy estimation techniques.

3.1. Theoretical considerations

We begin by assuming that neuronal ISIs are drawn from an arbitrary continuous cumulative distribution function: $F_{ISI}(t) = P(ISI \leq t)$. Introducing the logarithm of time variable $r = \ln(t)$, we substitute $t = 10^r$ to express the cumulative distribution as $F_{ISI}(10^r)$. Taking the derivatives of $F_{ISI}$ with respect to $t$ and $r$ separately, yield:

$$\frac{d}{dt}(F(t)) = \frac{dF}{dr}$$

and

$$\frac{d}{dr}(F(10^r)) = \frac{d}{dr}(10^r) \frac{dF}{dr} = \ln(10)10^r \frac{dF}{dr} = \ln(10) \left( \frac{dF}{dr} \right)$$

which constitute the linear and logarithmic probability density functions (PDFs), respectively. Note the logarithmic PDF is simply the linear PDF times $t$, scaled by fixed gain: $\ln(10)$.

### Table 1

<table>
<thead>
<tr>
<th>Name</th>
<th>$F_{ISI}(t)$</th>
<th>$dF/dr$</th>
<th>$dF/dr$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power law</td>
<td>$t \leq t_0$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$t &gt; t_0$</td>
<td>$1 - (t/t_0)^{-\alpha}$</td>
<td>$\alpha - 1)t^{-\alpha}a/\alpha$</td>
</tr>
<tr>
<td>Exponential</td>
<td>$t \leq 0$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$t &gt; 0$</td>
<td>$1-e^{-\lambda t}$</td>
<td>$\lambda e^{-\lambda t}$</td>
</tr>
<tr>
<td>Log normal</td>
<td>$t \leq 0$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$t &gt; 0$</td>
<td>$1+(\log(t) - \log(\mu))^2/2\sigma^2$</td>
<td>$t^{-1}e^{-t/\theta} - 2\log^2(\sigma) \log(\sigma+2\pi)$</td>
</tr>
<tr>
<td>Gamma</td>
<td>$t \leq 0$</td>
<td>$\Gamma(\xi) / \Gamma(\xi)$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$t &gt; 0$</td>
<td>$\gamma(t, \theta)/\Gamma(\xi)$</td>
<td>$t^{-1}e^{-t/\theta} / \theta \Gamma(\xi)$</td>
</tr>
</tbody>
</table>

The four example distributions shown in Figs. 1–3 listed as cumulative distributions functions ($F_{ISI}$) and the linear ($dF/dr$) and logarithmic ($dF/dr$) probability density functions. Function abbreviations: $\ln()$ is the natural logarithm, $\log()$ is the base 10 logarithm, $\text{erf}()$ is the error function, $\Gamma()$ is the regular gamma function, and $\gamma()$ is the incomplete gamma function.
Table 2
Parameters for example distributions

<table>
<thead>
<tr>
<th>Name</th>
<th>Rate parameter</th>
<th>Variability parameter</th>
<th>Average ISI (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power law</td>
<td>( t_0 = 0.1 )</td>
<td>( \sigma = 59/29 )</td>
<td>3</td>
</tr>
<tr>
<td>Exponential</td>
<td>( \lambda = 0.1 )</td>
<td>NA</td>
<td>10</td>
</tr>
<tr>
<td>Log normal</td>
<td>( \mu = 30 )</td>
<td>( \sigma = 1^3 )</td>
<td>30</td>
</tr>
<tr>
<td>Gamma</td>
<td>( \theta = 75 )</td>
<td>( \xi = 4/3 )</td>
<td>100</td>
</tr>
</tbody>
</table>

Parameter used to calculate the results in Figs. 1 and 2. Parameters were set to yield the listed different average ISIs with qualitatively similar variabilities.

To illustrate this relationship with some examples, we show the PDFs (Fig. 1A) of four functions that have been used to approximate ISI distributions: power law, exponential, log normal, and gamma distributions (Table 1). Parameters were chosen to yield a spread of average ISIs across the four distributions (Table 2). Note the differences between the linear PDFs plotted on a logarithmic abscissa as presented typically in the literature (Fig. 1A, middle), and the truly logarithmic PDFs (Fig. 1A, right). By approximating these PDFs with discrete probability mass functions (Fig. 1B), we see that unlike the linear case, the logarithmic probability functions have equal bin widths in the logarithmic space, making their visual representation easier to interpret.

Because the four example distributions have substantial positive skewness – i.e., a thick tail extending toward long ISIs (Fig. 1A, left) – their logarithmic PDFs are more uniformly distributed than their linear PDFs. This increased uniformity follows from the above equation: the logarithmic PDF is simply a scaled version of the linear PDF times \( e^{t/\sigma^2} \) (5).

Regardless of the method used to construct ISI probability distributions, entropy estimates are victim to two types of error: bias and standard deviation. Bias is the difference between the expected entropy estimate and the true entropy: \( E[H_{\text{est}}] - H_{\text{true}} \). Standard deviation is the square root of the difference from the expected squared estimate and the squared expected estimate: \( (E[H_{\text{est}}^2] - E^2[H_{\text{est}}])^{1/2} \). Entropy estimation techniques differ in the amount of bias and standard deviation they introduce. Techniques that reduce bias will increase standard deviation, and vice versa (Paninski, 2003).

Negligible bias hampers most entropy estimation techniques. In particular, the expected value of the direct entropy estimate \( H_{\text{Dir}} \) can be expressed as the true entropy \( H_{\text{true}} \) plus a simple bias term (Miller, 1955; Carlton, 1969):

\[
E[H_{\text{Dir}}] = H_{\text{true}} - \frac{K - 1}{N^2 \ln(2)} + O(N^{-2})
\]  

where \( N \) is the number of samples in the dataset and \( K \) the number of bins in the distribution. Since the bias depends on only the samples \( N \) and bins \( K \), the absolute biases inherent in the direct estimates are roughly equivalent for linearly and logarithmically binned probability distributions to \( O(N^{-1}) \).

The standard deviation of the direct estimate \( H_{\text{Dir}} \) can be expressed as (Harris, 1975):

\[
\text{STD}[H_{\text{Dir}}] = \left( \frac{\sum_{k=1}^{K} p_k \log^2 p_k - H_{\text{true}}} {N^{1/2} (\ln(2))^{1/2}} \right)^{1/2} + \left( \frac{(K - 1)^{1/2}} {N (2 \ln(2))^{1/2}} + O(N^{-3/2}) \right)
\]

Form distribution: \( O(N^{-2}) \) terms are the same as in A, reported as means (thick) and \( \pm \) standard deviations (thin) across the 10,000 trials. For the power law case, the only in which the relative biases were not roughly equivalent, the linear distribution had the larger negative bias (top). In all cases, the linear distributions yielded slightly larger standard deviations, or coefficients of variation, independent of sample size.
where again, the $O(N^{-1})$ term is independent of the distribution. Thus we focus on distributions that reduce the $O(N^{-1/2})$ term. This term is smaller for higher entropy distributions, reaching zero for the uniform distribution. When comparing two distributions with equal $N$ and $K$, the one with more entropy will have less standard deviation (see Suppl. 3). Because logarithmic ISI distributions have more true entropy, their estimates have less standard deviation (Fig. 2B).

Entropy is an ideal quantification of disorder, or variability. As such, we would like our estimates of entropy, measured in units of bits per spike, to be invariant to changes in neuronal firing rate that do not affect neuronal firing pattern variability. We ranged the rate parameters of the four example functions to yield ISIs from 3 to 300 ms (Table 3), while holding the variability constant. Entropy estimates from the linear distributions increased with increasing ISI (Fig. 3, grey): entropy increases were proportional roughly to the logarithm of ISI. However, entropy estimates from the logarithmic distributions were independent of average ISI. Entropies from the logarithmic bins were independent of ISI.

### 3.2. Simulations, assuming event independence

We explored the behavior of two computational models under simple conditions. The rheobase, the minimum applied current required to elicit continuous spiking, was found to be $I_{\text{rheo}} = 4.512867$ or $4.601353 \, \mu A/cm^2$ for RS or IB, respectively. A range of input currents ($1 \, \mu A/cm^2$ to $100 \, \mu A/cm^2$) was added to the rheobase, and the resulting ISIs plotted versus supra-rheobase input strength (Fig. 4). The RS neuron exhibited nearly precise power law behavior (i.e., the logarithm of the input current is inversely proportional to the logarithm of the ISI) over 6–8 orders of magnitude (Fig. 4D, top).

The IB neuron exhibited two qualitatively distinct behaviors (Fig. 4B, bottom). For weak inputs of less than $\sim 10 \, \mu A/cm^2$ over rheobase, the neuron fired bursts of high frequency action potentials separated by comparatively long inter-burst intervals. The inter-burst intervals followed power law behavior for 5–7 orders of magnitude during which the average intraburst ISI remained constant (Fig. 4D, bottom), although ISIs at the start of each burst were shorter than ISIs at the end (Fig. 4C). For stronger inputs, IB fired regular trains of action potentials with ISIs again following power law behavior (Fig. 4D, bottom) until the model ceased to spike as it entered depolarization block.

Two noise current waveforms that yielded roughly equivalent average firing rates were applied to both cells (Fig. 5): weak noise ($\langle I_{\text{app}} \rangle, \sigma_{I_{\text{app}}} = [5, \sqrt{2.3}] \, \mu A/cm^2$) and strong noise ($\langle I_{\text{app}} \rangle, \sigma_{I_{\text{app}}} = (0, 5) \, \mu A/cm^2$). The noise waveforms were identical in relative frequency amplitudes and phases, such that in the time

Fig. 4. Two model neurons exhibit power law responses to applied currents. (A and B) Membrane potential traces of RS (top) and IB (bottom) model neurons in response to applied currents of 0.002, 0.2 and 20 $\mu A/cm^2$ over rheobase. Note the time scale bar is 50 ms in (A) but only 15 ms in (B). (C) Magnified views of the grey boxes in (A) and (B) depict IB burst shape (i and ii) and short ISIs (iii). (D) Time between spikes for RS (top) and IB (bottom) in response to supra-rheobase input current. For RS (thick black line), the logarithm of ISI was inversely proportional to the logarithm of current (thin grey line depicts best fit power law). For IB, the logarithm of the inter-burst interval (thick black line) was inversely proportional to the logarithm of current (thin grey line depicts best fit power law) until, at $\sim 10 \, \mu A/cm^2$, IB begins to fire regularly spaced action potentials (thick grey line). In the bursting region, the average intraburst ISI was constant (thin black line) although individual ISIs varied (standard deviation bars).

<table>
<thead>
<tr>
<th>Rate parameters</th>
<th>Average ISI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power law, $t_0$</td>
<td>10</td>
</tr>
<tr>
<td>Exponential, $\lambda$</td>
<td>10</td>
</tr>
<tr>
<td>log normal, $\mu$</td>
<td>10</td>
</tr>
<tr>
<td>Gamma, $\theta$</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3

Ranging rate parameters

<table>
<thead>
<tr>
<th>Name, rate parameter</th>
<th>3 ms</th>
<th>10 ms</th>
<th>30 ms</th>
<th>100 ms</th>
<th>300 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power law, $t_0$</td>
<td>1/10</td>
<td>1/3</td>
<td>1</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Exponential, $\lambda$</td>
<td>1/3</td>
<td>1/10</td>
<td>1/30</td>
<td>1/100</td>
<td>1/300</td>
</tr>
<tr>
<td>log normal, $\mu$</td>
<td>3</td>
<td>10</td>
<td>30</td>
<td>100</td>
<td>300</td>
</tr>
<tr>
<td>Gamma, $\theta$</td>
<td>9/4</td>
<td>30/4</td>
<td>90/4</td>
<td>300/4</td>
<td>900/4</td>
</tr>
</tbody>
</table>

Rate parameters used to calculate the results in Fig. 3. Entropy measures of four renewal models as a function of rate. Entropies from distributions of the four functions displayed in Fig. 1, plotted against the average ISIs that resulted from varying the rate parameters as listed in Table 3. Entropies were calculated analytically from the ideal distributions and the number of bins, either 500 (left) or 5000 (right), partitioned linearly from 0 to 10,000 ms (grey) or logarithmically from 0.1 to 10,000 ms (black). Entropies from the linear bins increased in rough proportion to the logarithm of the average ISI. Entropies from the logarithmic bins were independent of ISI.
Model neurons respond to weakly and strongly noisy inputs. (A) Membrane potential traces of RS (left) and IB (right) model neurons in response to weakly (top, black) and strongly (middle, grey) noisy currents. Each current (bottom) had the same shape, but with different amplitudes and offsets: \( \langle I_{app} \rangle = 5 \times 10^{-5} \) and \( 0.5 \) \( \mu A/cm^2 \), for weak and strong, respectively. (B) Magnification of the grey boxes in (A) illustrate that IB intraburst intervals and the spikes-per-burst vary between bursts. (C) Probability distributions of words constructed from the spike counts in six consecutive bins of duration 3.0 or 0.5 ms for RS and IB respectively, in response to weakly (top, black) and strongly (bottom, grey) noisy inputs. Single digit numbers (top, black) denote the number of spikes in each word in the distribution modes beneath them. Six digit numbers (bottom, grey) denote the spike count in each of the six consecutive bins of the large peaks to which the numbers correspond, e.g., the final peak in the IB response to strong noise labeled ‘011111’ represents a no spike bin, followed by five consecutive spike bins. Probability of the first word (000000) is off-scale for ease of viewing. (D) Probability distributions of ISI as a function of linear time, partitioned into bins of 3.0 (left, RS) or 0.5 ms (right, IB) width. The RS primary peaks overlap substantially and the IB intraburst interval peaks are essentially identical, and much larger than any other bin, making discrimination between input types difficult. Insets: Magnified views of the distribution tails show slight differences in the linear ISI distributions. (E) Probability distributions of ISI as a function of logarithmic time, partitioned into 13 (left, RS) or 10 (right, IB) bins per ISI decade. The RS model fires both shorter and longer ISIs in response to the strongly noisy input (grey) compared with the weakly noisy input (black). The IB model fires shorter intraburst intervals with previously unseen short duration (~10 ms) inter-burst intervals in response to strongly noisy input (grey).

Fig. 5. Model neurons respond to weakly and strongly noisy inputs. (A) Membrane potential traces of RS (left) and IB (right) model neurons in response to weakly (top, black) and strongly (middle, grey) noisy currents. Each current (bottom) had the same shape, but with different amplitudes and offsets: \( \langle I_{app} \rangle \), \( \sigma_{I_{app}} \) = \( 5 \times 10^{-5} \) and \( 0.5 \) \( \mu A/cm^2 \), for weak and strong, respectively. (B) Magnification of the grey boxes in (A) illustrate that IB intraburst intervals and the spikes-per-burst vary between bursts. (C) Probability distributions of words constructed from the spike counts in six consecutive bins of duration 3.0 or 0.5 ms for RS and IB respectively, in response to weakly (top, black) and strongly (bottom, grey) noisy inputs. Single digit numbers (top, black) denote the number of spikes in each word in the distribution modes beneath them. Six digit numbers (bottom, grey) denote the spike count in each of the six consecutive bins of the large peaks to which the numbers correspond, e.g., the final peak in the IB response to strong noise labeled ‘011111’ represents a no spike bin, followed by five consecutive spike bins. Probability of the first word (000000) is off-scale for ease of viewing. (D) Probability distributions of ISI as a function of linear time, partitioned into bins of 3.0 (left, RS) or 0.5 ms (right, IB) width. The RS primary peaks overlap substantially and the IB intraburst interval peaks are essentially identical, and much larger than any other bin, making discrimination between input types difficult. Insets: Magnified views of the distribution tails show slight differences in the linear ISI distributions. (E) Probability distributions of ISI as a function of logarithmic time, partitioned into 13 (left, RS) or 10 (right, IB) bins per ISI decade. The RS model fires both shorter and longer ISIs in response to the strongly noisy input (grey) compared with the weakly noisy input (black). The IB model fires shorter intraburst intervals with previously unseen short duration (~10 ms) inter-burst intervals in response to strongly noisy input (grey).

3.3. Simulations, incorporating history effects

Estimates made in the previous sections assumed that each ISI, or each six-bin word in the spike count case, was independent of
prior events. To obviate that assumption, we accounted for higher order relationships between consecutive events by calculating prior events. To obviate that assumption, we accounted for higher order relationships between consecutive events by calculating

\[ P(ISI_1, ISI_2) \] depicts the probabilities of an ISI pair consisting of \( ISI_1 \) followed by \( ISI_2 \) (Fig. 8). While the linear ISI distribution adequately represents RS behavior, the IB behavior is difficult to interpret. The majority of ISI pairs consisted of ISIs below 1.5 ms. Tails of low probability stretch along both axes complicating any compact visualization of ISI pair behavior. In contrast, the 2D distribution of logarithmically spaced ISIs is easily read and interpreted for both cell types. The RS model fired most often with pairs of \( \sim 0.8 \) ms ISIs, although the intraburst intervals ranged from 0.4 to 3 ms. The large lobe of high probability to the right of the purely intraburst mode represents the model entering a burst with a long ISI of 10–300 ms followed by an intraburst ISI peaking from 0.5 to 10 ms. The high probability lobe above the purely intraburst mode represents the model leaving a burst with a final intraburst ISI peaking from 1.0 to 1.5 ms followed by a post-burst ISI of 10–300 ms. The differences between these lobes depict the increasing ISIs within bursts. Finally, a diffuse smattering of low probability long ISI pairs depict the rare isolated spikes the IB neuron can produce.

Entropies were estimated with all seven techniques for data subsets of both neuronal models responding to highly noisy applied current. Repeated estimates were made for all subsets of fixed duration, and combined to yield a mean and standard deviation for each data subset duration. The mean value of each estimation technique with standard deviation is plotted versus data subset duration for the spike count (top), linear ISI (middle) and logarithmic ISI (bottom) methods, for RS (left) and IB (right). Grey lines mark the average of the three estimation techniques at 60 s.

Fig. 6. Examples of finite dataset estimation bias depending upon spike train classification method. Entropy was estimated from the probability distributions described in Fig. 5, for data subsets of both neuronal models responding to highly noisy applied current. Repeated estimates were made for all subsets of fixed duration, and combined to yield a mean and standard deviation for each data subset duration. The mean value of each estimation technique with standard deviation is plotted versus data subset duration for the spike count (top), linear ISI (middle) and logarithmic ISI (bottom) methods, for RS (left) and IB (right). Grey lines mark the average of the three estimation techniques at 60 s.

Average Bias and standard deviation as a percent of the full entropy for each of the 21 pairings for 1 and 10 s duration datasets with linear (top) and logarithmic (bottom) ordinates. Note the spike count bias is 2–10 times the linear ISI bias which is 2–10 times the logarithmic ISI bias for all estimation techniques. Both ISI methods show a marked decrease in standard deviation from the spike count method. The three bars at far right depict the average standard deviation of the estimates from all techniques with 60 s of data. The error bars depict the standard deviation across the four datasets. Standard deviations from the logarithmic ISI method are an order of magnitude smaller than from the other methods.

ear least-squares fits to the estimates versus the reciprocal of their dimension, or the words-per-spike scaled equivalent in the spike count case, were calculated. The zero crossing of each linear fit was taken as the estimate of the true entropy, for that method–technique pairing. The direct technique showed the greatest dependence upon dataset size for the spike count method (Fig. 9). The number of bins included for spike count method extrapolation was varied in an ad hoc manner to yield monotonicity of the bias with dataset duration. While not explored in detail, this required peculiarity makes systematic estimation of large numbers of cells and/or inputs impractical with the spike count method. In contrast, both ISI methods exhibited a consistent bias that dropped off predictably with increasing dataset size (Fig. 10A).

The same high dimensional estimates and their extrapolations were performed for all 21 method–technique pairings for several dataset durations (Fig. 10B). Calculated from 30 s of data, the logarithmic ISI method had the least bias for each technique in the 1D, 2D, 3D and extrapolated cases. In the worst case of 3D distributions, there was only a 5% bias in estimates made from the logarithmic ISI method, while the linear ISI and spike count methods yielded biases of 8% and 35%, respectively.
The firing pattern entropy of a neuron bounds the amount of information that neuron can possibly transmit. Only a few years after Shannon’s hallmark information papers (Shannon and Weaver, 1949), physiologists had adapted the theory to analyze neuronal activity (MacKay and McCulloch, 1952). However, despite major advances in entropy estimation techniques (e.g., Treves and Panzeri, 1995; Strong et al., 1998; Paninski, 2003) and substantial insights information theory has helped illuminate (e.g., Reinagel et al., 1999; Koch et al., 2006), its application to neuroscience remains a niche field. While there may be many justifiable reasons for neuroscientists to avoid information theory, we believe the primary reason that entropy measures are not more widely used is a perception that information theoretic results are less intuitive and more difficult to interpret than results from simpler variability statistics, including coefficients of variation (CV) or coherences, and ad hoc measures such as burst indexes. While these other measure have their utility, entropy exhibits some preferable characteristics in many situations. For example, ISI CV is used frequently to assess ISI variability (e.g., Dorval and White, 2006), but the results can be misleading particularly in the presence of strong neural rhythms. A neuron that generally fires in phase with a rhythm but occasionally skips cycles could have a very high CV even though its firing pattern is extremely predictable. Not fooled by cycle skipping periodicity however, comparably low entropy estimates would correctly signify a high degree of predictability. Indeed, information theory was founded upon the proof that entropy is an optimal measure of signal variability (Shannon and Weaver, 1949).

We have presented this work to illustrate the bias and standard deviation improvements provided to all estimation techniques by using the probability distribution of the logarithm of ISIs. Intricate comparisons aside, previous work by others suggested that logarithmic ISI distributions are easily interpreted for neurons with disparate spiking patterns (Selinger et al., 2007). In fact, even in response to constant suprathreshold inputs, resulting ISIs are more intuitively described by their logarithm due to the power law relationship between input current and firing rate (Fig. 4). We showed that this ease of interpretation extends to the 2D distribution of ISI pairs (Fig. 8). The relatively small bias and standard deviation of firing pattern entropy estimates from the logarithmic distributions lend credence to the intuition that the true nature of the firing pattern can be garnered more readily from logarithmically, as opposed to linearly, spaced probability distributions.

Of note, while all seven estimation techniques would eventually converge to the same entropy value for enough data, each classification method will yield different entropy estimates. The binning of spike times is necessarily a lossy compression. After classification, whether we take the spike counts, linear ISIs or logarithmic ISIs, we could not invert them to return to the exact spike times. One question of interest is what information is thrown out by each classification method? For the spike count and linear ISI methods, information about the relative spacing of very short ISIs is lost. For our RS model with 3.0 ms bins for example, ISIs of 3.1 ms are classified into the same bin as ISIs of 5.9 ms. For the IB model during a fairly typical burst, all intraburst ISIs are between 0.5 and 1.0 ms, which, with spike count classification and our 0.5 ms bin size, yields strings in
the vicinity of a burst of mostly ones with a few zeros whose placement is more dependent upon the relative phase of the bins with respect to the spikes than on the ever increasing intraburst ISIs. While both of these problems could be overcome by decreasing the bin size, so doing drastically increases the amount of data required to achieve a good estimate, and further diminishes the impact of long ISIs. Logarithmic ISI classification is also non-invertible, but a very different sort of information is removed: the differences between long intervals of similar relative durations. For example, in our IB model with 10 bins per ISI decade, inter-burst intervals of 101 ms are classified in the same bin as intervals of 125 ms. Is that difference important to a bursting neuron, or is it more important to have a robust estimate of how often such 101–125 ms ISI occur?

While that question remains to be answered, if the example distributions we used to illustrate the linear versus logarithmic representations (Fig. 1) are in fact reasonable models of neuronal activity, the nervous system would be more robust to noise and more energy efficient if it computed information via logarithmically binned ISIs. There is a fundamental difference in the underlying assumptions of the linear and logarithmic ISI methods. The linear ISI method assumes that absolute time differences of equal duration are all of equivalent importance: that the 1 ms difference between inter-burst intervals of 100 and 101 ms is as significant biologically as the difference between intraburst intervals of 2 and 3 ms. In contrast, the logarithmic ISI method assumes that relative time differences of equal proportion are of equivalent importance: that the 50% difference between inter-burst intervals of 100 and 150 ms is as significant biologically as the difference between intraburst intervals of 2 and 3 ms.

In support of the relative time difference approach, conductance gates recover according to a variety of exponential mechanisms often combing to exhibit power law behavior over a wide range of input strengths (Gilboa et al., 2005). Power law responses are optimally sensitive to relative differences in input strength. Indeed, entropy estimates from the power law distribution were most improved of all by the logarithmically versus linearly binned ISIs (Fig. 2, top). Furthermore, logarithmic binning of ISI distributions enable entropy estimates to be independent of firing rate (Fig. 3). This satisfying result may enable neurons to encode and decode the same information presented at different rates, so called time-warp invariance. A number of studies have verified time-warp invariance, particularly in the context of auditory processing, at different neurological scales: from human processing of variable rate speech (Miller et al., 1984; Newman and Sausich, 1996) to courtship song detection in the grasshopper (von Helversen, 1972; Gollisch, 2008).

We have shown that, at least for the neuronal models used here, entropy estimates from the distribution of logarithmic ISIs are less biased with smaller standard deviations for limited data sets than either previously published classification method. The 1D and 2D probability distributions of the logarithm of ISIs are easy to generate and intuitive to interpret. Summarizing the disorder, and therefore the information transmitting capacity, the firing pattern entropy is preferable to other statistics and straightforwardly calculated from these distributions via the direct entropy estimation technique. Preferable estimation techniques, e.g., best upper bound (Paninski, 2003) or Chao–Shen (Chao and Shen, 2003), are provided with the free and open source Spike Train Analysis Toolkit (http://neuroanalysis.org/toolkit), a compilable plug-in for Matlab™ or Octave. The computational models and all other analysis code used in this work are available from the author upon request.
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